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Abstract

Technol ogi cal change and deregul ati on have caused a nmjor
restructuring of the tel econmuni cations equi pnent industry over the
| ast two decades. W estinmate the paraneters of a production
function for the equipnent industry and then use those estimtes to
anal yze the evolution of plant-1evel productivity over this period.
The restructuring involved significant entry and exit and |arge
changes in the sizes of incunbents. Since firnms choices on whet her
to liquidate and the on the quantities of inputs demanded should
they continue depend on their productivity, we develop an
estimation algorithm that takes into account the relationship
bet ween productivity on the one hand, and both input demand and
survival on the other. The algorithm is guided by a dynamc
equi librium nodel that generates the exit and input denmand
equations needed to correct for the sinmultaneity and selection
problems. A fully paranetric estimation algorithmbased on these
decision rules would be both conputationally burdensone and require
a host of auxiliary assunptions. So we develop a sem paranetric
techni que which is both consistent wwth a quite general version of
the theoretical framework and easy to use.

The al gorithm produces markedly different estimates of both
production function paraneters and of productivity novenents than
traditional estimation procedures. W find an increase in the rate
of industry productivity growmh after deregulation. This in spite
of the fact that there was no increase in the average of the
plants' rates of productivity growth, and there was actually a fall
in our index of the efficiency of the allocation of variable
factors conditional on the existing distribution of fixed factors.
Der egul ati on was, however, followed by a reallocation of capital
towards nore productive establishnents (by a down sizing, often
shut down, of unproductive plants and by a di sproportionate growth
of productive establishments) which nore than offset the other
factors' negative inpacts on aggregate productivity.
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There has been a nmajor restructuring of the U S.
t el ecomruni cati ons equi pnent industry over the | ast two decades,
and it can be explained, in |arge part, by a conbination of two
related factors. One was technol ogi cal change which led to the
devel opnent of many new products (eg. digital sw tching equi pnent
and fiber optics). The other factor was a gradual |iberalization
of the regulatory environnent (in both the provision of
t el ecomuni cation services and in the use of teleconmunications
equi pnent) which culmnated in the divestiture of AT&T in January
of 1984. Together these changes provided many new firns, both
donestic and foreign, an opportunity to enter the industry, and
caused dramatic changes in the productivity of incunbents. This
paper estimates the paraneters of a production function for the
equi pnent industry, and then uses those estimtes to anal yze
changes that occurred in distribution of plant-Ilevel performance
from 1974 to 1987, paying particular attention to the inpact of
the regul atory and technol ogi cal changes on aggregate
productivity. In doing so we provide both a mcro franework for
enpirically analyzing the inpact of policy (and/or environnental)
changes on productivity, and an estimator for production function
paraneters that is consistent wwth a behavi oral nodel which
enabl es a nore detailed anal ysis of changes in industry structure
and perfornmance.

The enmpirical analysis is based on an extrenely rich, plant-
| evel panel constructed fromdata collected by the U S. Bureau of
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the Census. It is clear fromthe data that during the period
under investigation, the restructuring of the industry included
significant entry and exit, and | arge changes in the size of
continuing establishnents. It is worth noting that rel ated
enpirical work indicates that it is not uncommon to find

manuf acturing industries with entry, exit, and gross flow rates
simlar to those found in our data (this work dates back at | east
to Wedervang, 1965; for nore recent anal yses see Bal dwi n and
CGorecki, 1988, Dunne, Roberts, and Sanuel son, 1988, and Davis and
Hal ti wanger, 1990).

The restructuring does however highlight two estimation
problens. |If firnms' choices on whether or not to |liquidate, and
on the quantities of inputs demanded shoul d they continue, depend
on productivity novenents (and as we show bel ow the data indicate
that they do), the algorithmdesigned to estimate the paraneters
of the production function should take into account the
rel ati onshi p between productivity, on the one hand, and both
survival and input demands, on the other. To guide us in
bui |l di ng such an al gorithmwe introduce a dynam c nodel of firm
behavior that allows for firmspecific sources of efficiency that
evol ve over tine, and for entry and exit.

From t he standpoint of estimation, the theoretical nodel
provides us with a strategy for controlling for both the probl em
of self-selection induced by |iquidation, and for the
simultaneity induced by the endogeneity of the input choices (the
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|atter being a problemthat dates back at least to the classic
wor k of Marschak and Andrews, 1944). Direct inplenentation of
the theoretical solution to these problens woul d be both
conputationally burdensone, and require a host of auxiliary
(largely functional form assunptions. So we develop a

sem paranetric estimation technique which is both consistent with
a quite general version of the theoretical franmework, and easy to
use.

The remai nder of this introduction provides a short summary
of our findings. First, the theory inplies that failure to
control for the selection and sinultaneity problens should
generate very particular biases in traditional estimates of the
production function paraneters (biases that can explain famliar
anomalies in these estimates). The enpirical results verify
t hese bi ases, and show that they can be very large. Indeed, in
our particular case the corrected estimte of the capital
coefficient is nore than double that obtained through traditional
estimation procedures, the corrected estimte of the |abor
coefficient is over thirty percent lower. The corrections also
generate a noticeably different tine path for aggregate
productivity. The theory inplies positive biases in the
traditional productivity figures, and we find, in our data, the
average annual bias in these figures was over a hundred percent
(and the bias varied significantly from sub period to sub

period).



The corrected tinme path for productivity still shows a
doubling in the rate of aggregate industry productivity gromh in
the post-1984 period; froman average of .65% per year from 1974
to 1983 inclusive, to 1.2% per year from 1984 to 1987. Part of
t he advantage of the mcro framework is that, by allowing us to
di saggregate, it allows us to search for the sources of this
change in productivity grow h.

We show first that the increase in aggregate productivity
does not seemto be the result of a nore efficient allocation of
vari abl e factors conditional on the existing distribution of
state variables anong plants (the joint distribution of capital,
productivity, and age). W define an index of variable factor
allocative efficiency as the ratio of the m ni num vari abl e cost
of producing the observed industry output conditional on the
existing distribution of state variables, to actual variabl e cost
of production. W find that this index actually falls in the
period after deregulation. Note however, that since we expect a
near nonopoly to allocate production anong plants to mnimze the
total cost of production, but do not expect such behavior from
say, Nash conpetitors, we should not be too surprised by this
finding. On the other hand, it inply that the increase in the
growh rate of industry productivity that foll owed deregul ation
cane fromeither a reallocation of fixed inputs to nore
productive enterprises, or froman increase in the average of
pl ant -1 evel rates of productivity grow h.
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To investigate these possibilities further we show that one
can deconpose the index of aggregate productivity into a sum of
two ternms. The first is the (unwei ghted) average of the
productivities of the active plants, and the second is the pl ant-
| evel covariance of output and productivity. The higher the
covariance, the nore efficient the allocation of output
conditional on the plant-level distribution of productivities
(i.e. allowing capital to be nobile). There is no evidence of
the average productivity of the plants in the sanple increasing
faster in the post-1984 period. The realized productivity gains
seemto be entirely a result of a reallocation of output to nore
productive plants. W already noted that this was not a result
of a nore variable factors being allocated to firns whose
capital -productivity conbinations warranted it. Apparently the
i ncreased conpetition brought with it a dramatic shift in the
all ocation of capital towards the nore productive plants. This
tendency is verified by conputing novenents in the correlation of
capital and productivity over the period, and by anal yzing the
rel ati onshi p between shutdown frequencies, on the one hand, and
capital, age, and productivity, on the other. It was a result of
both a down sizing (frequently the shutdown) of (often ol der)
unproductive plants, and the disproportionate growh of
productive establishnents (often new entrants).

Note that the "industry's" response to the changes in its
envi ronnent was a conplicated dynam c process involving capital
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expansion in sone plants, contraction in others, and |arge
anounts of entry and exit. A nore detailed analysis of either
how different primtives affected this process, or of the
processes' inplications on say, welfare, or on gross job flows,
woul d require both further details on the industry (details that
are currently buried in the nonparanetric part of our
specification), and an al gorithm capabl e of conputing the
inplications of the equilibriumframework that underlies our
estimation techni que (see Pakes and McCGuire, 1991, for an exanple
of such an algorithn).

What does seemto be clear, however, is that there were
| arge differences anong plants in their efficiency in generating
sales fromcapital and | abor expenditures and that these
differences in their sales generating abilities (which we | abel
productivity) were an inportant determ nant of how the plants
fared as a result of the regulatory and technol ogi cal changes of
the period. Moreover it was largely the differences in how
plants of different productivities fared that determ ned the
changes in aggregate industry performance over this period. It
follows that to anal yze the processes that the data singled out
as being inportant could not (for the nost part) be analyzed wth
aggregate data, or even with bal anced panels (panels which do not
include information on entrants, or on firns which eventually
exit).

The first section of the paper provides a brief history of
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the tel ecommuni cati ons equi pnent i ndustry and docunents sone of
the relevant changes in the regulatory structure. It also
presents an overview of the data used in the analysis. Section 2
summari zes the theoretical nodel used to guide estimation, while
section 3 provides the estimation algorithmand presents the
paraneter estimtes. Section 4 uses our estinmates to anal yze the
evol ution of industry |evel productivity and conpares the results
inplied by our procedures to those obtained fromnore traditional
nmet hods of analysis. W conclude with two caveats on the
interpretation of our results. Two appendices follow The first
di scusses the data, and the second provides the variance

covariance matrix of our paraneter estinates.

OVERVI EW OF THE | NDUSTRY

We begin with a brief review of recent devel opnents in the
t el ecomruni cations industry. This will both help to focus the
subsequent nodel |l ing exercise, and enable us to obtain a deeper
under standing of the enpirical results.

Beginning in the early 1970's, the tel econmuni cations
industry entered into a period of rapid change. The changes were
a result of a conbination of significant technol ogi cal
devel opnents in tel econmuni cati ons equi pnent and a gradual
i beralization of the regulatory environnent governing the
provi sion of telecommunications services. Together these
devel opnents have led to a substantial restructuring of the
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conpetitive environnent in the U S telecomunications equi pnent
i ndustry. For the purposes of this study, we include in our
definition of the industry practically all types of custoner
prem se, and network tel econmuni cati ons equi pnent, with the
exception of the various types of transm ssion nedia, including
copper wire, coaxial cable, and glass fiber (for details see the
appendi x) .

For nost of the twentieth century, Anerican Tel ephone and
Tel egraph (AT&T) mai ntai ned an excl usive nonopoly in the
provi sion of tel ecommunications services and, through their
procurenent practices, extended that dom nant position into the
equi pnent industry.! This position was achieved initially by
havi ng control of the tel ephone patent, but AT&T' s dom nance in
t he equi pnment market was maintai ned by the requirenent that any
equi pnent that was attached to the Bell system network had to be
supplied by AT&T itself. Prior to the AT&T divestiture, Wstern
El ectric, AT&T's manufacturing subsidiary, supplied approxi mately
90% of AT&T' s equi pnent purchases.? Gven the fact that AT&T was
by far the |l argest purchaser of telecomrunications equipnent,
entry into the equi pment market was effectively prohibited.

At the manufacturing level, barriers to entry seened to be

! See Brock (1981), p.234.
2 Office of Telecommunications (1986), p.23. Also see NTIA (1988) pp.322-323.
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no greater than in other electrical appliance industries.® The
effective barrier to entry cane fromrestrictions in the market
for users of the equipnment. An end-user could not legally attach
a tel ephone set, or any other piece of term nal equipnment, to the
public network. This, together with the fact that AT&T purchased
equi pnent al nost solely from Wstern Electric, neant that the
only nethod of entry into the private equi pnent market was to
establish a tel ephone conpany, a strategy that was generally
prohi bited by state regulatory authorities. As a result, Western
Electric was relatively free fromconpetitive pressures in the
equi pnent mar ket .

In recent years however, Western Electric's dom nance in the
equi prent market has faded.* This is partially a result of the
transition fromel ectronechanical to fully electronic technol ogy
in both the switching and transm ssion of signals, a shift that
has opened up many new markets for tel ecomuni cations equi pnent
(fiber optics, digital switches, facsimle machines...). At the
sane tinme, changes in the regulatory structure governing the
t el ecommuni cati ons industry has provided new firns the

opportunity to enter the equi pnent industry. W turn nowto a

3 See Brock (1981), p.235, and Temin who writes "there does not seem now nor has there been in the
past an economic argument explaining why competition could not exist in the sale of telecommunications
equipment,” Temin (1987), p.335.

4 Thisis evidenced by the fact that in 1982 the Census of Manufactures published for the first time the
four-firm concentration ratio for SIC 3661, Telephone and Telegraph Apparatus. In previous years this number
had been suppressed for disclosure purposes. See also NTIA (1988) pp. 305-350, and Temin (1987) for
discussion of developments in the equipment industry.



brief review of the timng of these regul atory changes.

One of the first inportant decisions in the trend to
all owi ng i ncreased conpetition in the tel ecommuni cations
equi pnent industry was the 'Carterphone' decision of 1968. 1In
that case, the Carter El ectronics Conpany won an antitrust suit
agai nst AT&T after AT&T had prevented Carter from connecting a
private two-way radio systemto the network. The Carterphone
deci si on, and subsequent rulings by the Federal Comruni cations
Comm ssion (FCC) in support of the decision, paved the way for
the interconnection of private equipnent to the public network.

The conditions restricting entry into the tel ecommuni cations
equi pnment market were further eroded in 1975 when the FCC
established a registration and certification programto allow for
the connection of private subscriber equipnent to the network, in
ef fect extending the Carterphone decision to all equi pnent that
met FCC standards. By 1978, the program had been extended to
i nclude PBX' s, key tel ephone sets, and tel ephones. Thus the tie
bet ween the tel ephone service providers and the equi pnent
industry had finally been broken.

The result of these changes was sustained entry into the
U. S. tel ecommuni cations equi pnent industry between 1967 and
1987.° There was a surge in entry that began in the late 1960's

and continued into the 1970's, as many small firnms sought to take

® There were, for example, only four PBX manufacturersin 1969, but there were over thirty of them
by 1980 (National Academy of Engineering, 1984, p.86).
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advant age of the Carterphone decision and the markets that opened
up as a result of the registration and certification program
Tabl e 1 docunents this fact (for nore details in the construction
of the database used in this and subsequent tables see Appendix 1
and Aley, 1991). Between 1967 and 1972 both the nunber of

pl ants and the nunber of firns in the industry al nost doubl es
and, as the table shows, there was al so substantial entry between

al | subsequent censuses.

Table 1
Characteristics of the Data

Year | Plants Firnms Shi pnent s Shi pnent s Enmpl oynent

(billions (billions

current 9$) 1982 $)
1963 133 104 2.587 5. 865 136899
1967 164 131 3.618 8.179 162402
1972 302 240 6. 222 11.173 192248
1977 405 333 11.138 13. 468 192259
1982 473 375 20. 319 20. 319 222058
1987 584 481 25. 500 22.413 184178

Though by 1982 the regul atory environnent had changed
significantly, AT&T still remained the |argest service provider
inthe United States and, as a result, the |argest purchaser of
t el ecommuni cati ons equi pnment. Consequently, as |long as AT&T

continued its practice of buying nost of its equipnment fromits
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manuf acturing subsidiary, Western Electric maintained a dom nant
position in the equi pnent industry, even in the face of the
changes in the regulatory environnent. The 1982 Consent Decree
changed this situation dramatically. The agreenent, which was
signed in January 1982 and inplenented in January 1984, call ed
for the divestiture of AT&T' s regional operating conpanies. The
seven regional Bell operating conpanies (RBOC) that were created
fromthe Consent Decree are all very large conpanies in their own
right. For our study of the tel ecomunications equi pnent
industry it is inportant to note that as a result of divestiture
the RBOC s are now free to purchase equi pnent from any supplier
t hey choose, al though they are prohibited from manufacturing
equi pnent thensel ves. The effect of the Consent Decree on the
pur chases of equi pnent by Bell system conpanies is illustrated

rather dramatically in Table 2.

Table 2

Bel | Conpany Equi pnent Procurenent
(percent purchased from Western El ectric)

1982 1983 1984 1985 1986°
92.0 80. 0 71.8 64. 2 57.6

E - Estimated for 1986
Source: NTIA (1988) p. 336, and di scussion pp.
335- 37.
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Table 1 only tells part of the entire story. In addition to
generating increased conpetition fromU. S. manufacturers, the
regul at ory changes al so i nduced grow ng conpetition from several
| arge foreign producers. |In both 1972 and 1977 inports accounted
for only 2% of new supply, and even by 1982 that share had only
reached 4% However, the share of inports to new supply rose
steadily from 1982 onwards. By 1987 inports make up fully 14% of
new supply.® Note also that the increase in the share of inports
can account for a large part of the observed fall in donestic
enpl oynment between 1982 and 1987 observed in Table 1. O course
the inmport figures understate the share of the U S. donestic
mar ket that the foreign suppliers were able to capture, since
many of the foreign owned suppliers have established
manufacturing facilities in the U S

Tabl e 3 provides an indication of the overall inportance of
the entry process (at least in terns of donmestic production). It
lists the absol ute nunber of new plants and new firns since 1972
(and since 1982), that are still active in 1987; the new plants
and new firnms as a percent of the total nunber of plants and
firms active in 1987; and the shares of the new plants and the
new firms in both the shipnments and the enpl oynent of 1987.

Al nost 90% of the firnms, and 80% of the plants, active in 1987

6 See U.S. Industrial Outlook, various years. The largest of the foreign suppliers include the Canadian
firms of Northern Telecom and Mitel, Siemens from West Germany, Ericsson from Sweden, and the Japanese
firms of NEC, ATI/Fujitsu, Oki, and Hitachi.

13



entered since 1972 and the new entities accounted for over 30% of
shi pnents and al nost 40% of enploynent. |ndeed nmany of the new
entrants entered after 1982 (though, as one should expect, the

|ater entrants tended to be smaller as of 1987).°

Tabl e 3: Entrants Active in 1987
Nunmber Shar e of Shar e of Shar e of
Nunmber 1987 1987
Active in Shi pments | Enpl oynent
1987 (N (% (%
Pl ant s: 463 79.0 32.8 36.0
New si nce
1972
Firnms: New 419 87.0 30.0 41. 4
since 1972
Pl ant s: 306 52.0 12.0 13.5
New si nce
1982
Firns: New 299 60.1 19. 4 27.5
since 1982

Tabl e 4 provides an indication of the inportance of the exit

or |iquidation process.

It provides:

the fraction of plants

(firms) that were active in 1972 (1982) but did not survive until

1987;

the share of these entities in 1972 shipnents;

and their

" About 400 of the 419 new entrants were "de novo" new entrants; that is they enter by opening a new
plants or by transferring an existing plant into the industry. The de novo new entrants were, however, smaller
in 1987 since they accounted for only 18.4% of 1987 shipments and 23.5% of employment.
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share of 1972 enploynent. 60% (70% of the plants (firns) that

were active in 1972 did not survive until 1987 and these plants

(firms) accounted for 40.2% (13.8% of 1972 enpl oynent and 39%

(12.1% of 1972 shipnments. [Indeed, over 40% of the plants that

were active in 1982 did not survive until 1987, and these plants

produced about 25% of 1982 output.?®

Table 4: Incunbents Exiting By 1987
Shar e of Shar e of Shar e of
Nunber Nunber Shi prent s | Enpl oynent
Active in in Base in Base
Base Year | Year (% Year (%
Pl ants active in 181 60.0 40. 2 39.0
1972 but not in 1987
Firns active in 1972 169 70.0 13.8 12.1
but not in 1987
Pl ants active in 195 41. 2 26.0 24. 1
1982 but not in 1987
Firnse active in 1982 184 49. 1 17. 3 16.1
but not in 1987

8 Thereisa guestion of the extent to which the changes that occurred in the telecommunications
equipment industry during this period induced more entry and exit (and in general more "churning") than one
would typically find in a manufacturing industry. Baldwin and Gorecki, 1989, provide entry and exit figures
for four digit Canadian manufacturing industries which are built from a plant level panel comparable to ours.
Their figures are for aten (rather than fifteen) year period, but when we multiply the figures they obtain as
averages over all four digit industries by 3/2 to make them comparable to the figuresin Tables 3 and 4 we
obtain numbers for the shares of employment in new plants and firms, and the shares of employment in plants
and firms that eventually exit, that are very close to ours. On the other hand, their figures for the fraction of
firms that are new, and the fraction of firmsinitially active that eventually exit, are smaller than the analogous
numbersin our tables. For arecent review of the empirical literature on entry and exit see Geroski, 1991.
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Qur goal in this paper is to analyze the changes in the
ef ficiency of production and in the distribution of productivity
t hat acconpani ed the changes in the regulatory and technol ogi cal
envi ronnent outlined in the beginning of this section. To do so,
we need estimates of production function paraneters. The tables
in this section show that the changes in the environment were
acconpani ed by a great deal of entry and exit, as well as
significant novenent in the relative sizes of the continuing
establishnments. These changes in size were, as one m ght expect,
acconpani ed by changes in input denmand, while, as we show bel ow,
a mgj or determ nant of whether or not a plant exits is its
productivity. Gven that a firmis productivity is not directly
observabl e, the fact that exit and input denmand deci sions are
based on it, generates both a selection and a sinultaneity
probl em i n obtaining production function estinmates. To account
for their inpacts we need a nodel which determ nes both when exit
occurs and how i nput decisions are made; a nodel that is rich
enough to allow for firmspecific, or idiosyncratic, sources of
change and the equilibrating forces of entry and exit. W now

turn to the task of outlining such a nodel

I THE BEHAVI ORAL FRANMEWORK

In obtaining estinmates of the production function paraneters
we are confronted with two interrelated problens. First, to the
extent that differences in efficiency are known to firnms when
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they choose their inputs, and as we show bel ow the efficiency of
a given firmis highly correlated over tine, our attenpts to
estimate production function paraneters will be hindered by the
classic sinmultaneity problem anal yzed by Marschak and Andrews
(1944) .

Second, as noted above, the restructuring of the
t el ecomruni cati ons equi pnment industry during the period under
study was acconpani ed by a great deal of entry and exit. This
generates the issue of howto handle attrition from and
additions to, the data during the period under study.
Traditional solutions to this problemrestrict the analysis to a
"bal anced" panel, studying only those firns that were present
over the entire sanple period. However, if a firnms exit
deci sions are nmade, at least in part, on the basis of their
perceptions of their productivity in the future, and if their
perceptions of their future productivity are partially determ ned
by realizations of their current productivity, then by
considering only those firns who survive the entire period we
will be considering a sanple selected, in part, on the basis of
t he unobserved productivity realizations. This in turn wll
generate a selection bias of a very particular formin both the
traditional estimates of the production function paraneters and
in the subsequent analysis of productivity.

To anal yze either of these two problens, we need a nore
detail ed dynam c nodel of firm behavior that allows for firm
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specific efficiency differences that exhibit idiosyncratic
changes over tine.® To sort out the sinmultaneity problem the
nmodel must specify the information avail abl e when i nput deci sions
are made. To enable us to control for the selection induced by
I i qui dati on deci sions, the nodel nust generate an exit rule.
There are several nodels that allow for idiosyncratic
uncertainty and entry and exit that are now avail able (see
Eri cson and Pakes, 1989, Hopenhayn and Rogerson, 1989, Jovanovi c,
1982, and Lanbson, forthcom ng). The nodel used here conbi nes
certain features of the Ericson-Pakes nodel and the Hopenhayn-
Rogerson nodel. W now present a brief summary of the aspects of
t hose nodels we need in order to derive the input demand and the
[ iquidation rules.
As in Ericson and Pakes (1989), we assune that current
profits are a function of a vector of firmspecific state
vari abl es and a counting neasure which sinply lists the vector of
state variables of all the firns' active conpetitors (we shal
refer to this counting neasure as the market structure). In our
exanpl e, the vector of state variables consists of a,, the age of

the firm k,, the firms capital stock, and T,, an index of the

% Starti ng with Marschak and Andrews (1944), there is along history of articles that recognize that one
cannot evaluate alternative estimates of production function parameters without a structural model of firm
behavior. Griliches, for example, writes "It is harder to make an adequate allowance for the simultaneity
problem without constructing a complete production and input decision behavior model." [Griliches, 1967, pp.
277-278]. Our approach differs somewhat from the previous literature in that we use a model which is explicitly
dynamic and incorporates a notion of equilibrium among firms. This allows us to account for both the changesin
incumbent behavior over time and for the entry and exit observed in panel data sets.
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firms efficiency; so a market structure consists of a |ist of
these triples for all active firns.

At the beginning of every period an incunbent firm has three
decisions to make. The first is to decide whether to exit or
continue in operation. If it exits, it receives a sell-off value
of M dollars and never reappears again. If it continues in
operation, it chooses variable factors (labor) which, together
wi th the begi nning period values for its state variabl es and,
possi bly, a realization of a productivity shock, determ ne
current profits. 1In addition, the firmchooses a |evel of
i nvestnent, which together with the current capital val ue,
determ nes the capital stock at the beginning of the next period.

We nmake the follow ng assunptions on the evolution of the
state variables. The accunul ati on equations for capital and age

are given by

Kisg = (1) ke + 0y, (1)
and

a. = a t+ 1, (2)

both of which hold wth probability one. As in Hopenhayn and
Rogerson (1990), the index of productivity, T, is assumed to be
known to the firmand to evolve over tine according to an

exogenous Markov process. That is the distribution of T,,, is
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deternmined by a family of distribution functions?

P, ={ P(#T) , T,S} . (3)

The firmis assunmed to naxi m ze the expected di scounted
val ue of future net cash flows. Therefore, both the exit
deci sion and the investnent decision will depend on the firms
perceptions of the distribution of future nmarket structures given
the current information. The investnent, entry, and exit
deci sions generated by these perceptions will, in turn, generate
an actual distribution for the counting neasure providing the
mar ket structure in future years. Below we sinply assune the
exi stence of a Markov Perfect Nash equilibriumin investnent
strategies ! an equilibriumwhere firns' perceptions of the
di stribution of future market structures are in fact consistent
with the objective distribution of market structures that the
firms' choices generate ! and then use the investnent and
liquidation rules that result fromthis equilibriumto help
structure estimation.

In this setting, the Bell man equation for an incunbent firm

can be witten as,

10 The Ericson-Pakes (1989) model has the distribution of T,,; conditional on past history dependent
on the amount of investment in R& D, aswell ason T,. Unfortunately we do not have the detail on the R& D
data that would make their model easy to estimate.
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Vi(T,,a,k) =max { M, sup Bt(Tt,gt,kt) tc(iy) + SE[ Vi Tiir, Aary Keay) ¥, 3 (4)
I

where B,(@) is the restricted profit function giving current

period profits as a function of the vector of state vari ables,

c(i,) is the cost of current investnent i,, $is the firnms

di scount factor, and J, represents information avail able at tine

t. If Mis greater than the second argunent after the max

operator the firmexits.

Note that both the value function V(i), and the profit
function B(f), are indexed by t. This is to save notation. Wre
we to wite out either of these functions we would find that they
depend on both the market structure in the current period and on
factor prices (see Pakes and McQuire, 1990). Though these are
assuned not to vary anong firnms in a given period, they are free
to vary across periods, and this generates the need for the t
i ndex on the profit and value functions (and on the policy
functions that we now derive fromthem.

The max operator indicates that a firmconpares the sell-off
value of its plant (M) to the expected discounted returns of
staying in business until next period. |If current productivity
is so low that expected profits in the future do not make
continuing in operation worthwhile, the firmcloses down the
plant. If this is not the case the firm chooses an opti nmal

i nvestnment |evel (constrained to be non-negative). The solution
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to this control problemgenerates an exit rule and an invest nent
demand function. |If we define the indicator function P, to be
equal to zero if the firmexits, then the exit rule and the

i nvest ment demand equation are witten, respectively, as

_:1 it T, 8 T(a,k)
Pe = ¥ 0 otherw se (5)
and
e = 0 (T, a, k) (6)

Note that the functions T, and i,(f) are deternined as part
of the Markov Perfect Nash equilibrium and will generally depend
on all the paraneters determ ning equilibrium behavior. Al so,
the fact that both these functions are indexed by t inplies that
both the investnent rule and the |iquidation decision can depend

on the regulatory period (see bel ow).

11 ESTI MATI ON

We assune that the industry produces a honbgeneous product
wi t h Cobb- Dougl as technol ogy, and that the factors underlying
profitability differences anong firns are neutral efficiency

differences. Therefore the production function is witten as

1 Though we maintain the Cobb-Douglas technology assumption throughout this paper, it is easy to
generalize the estimation algorithm developed below to allow for more general production technologies; translog
with neutral efficiency differences across firms would, for example, do equally well. The only real limitation of
the estimation algorithm is that it requires a technology that generates the invertibility condition used to go from
equation (6) to (8) below (at least for some known subset of the data). This condition will be satisfied in the
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Yie = $ + $a, + Sk + $ly + Ty + 0, (7)

where y,;;, is the log of output (value added) fromplant i at tine
t, a, is its age, k;; is the log of its capital input, |I;, is the
log of its labor input, T,, is its productivity , and O,, is

ei ther neasurenent error (which can be serially correlated) or a
shock to productivity which is independent over tinme. Here both
T and O are unobserved. The distinction between themis that T
is a state variable in the firnm s decision problem and hence a
determ nant of both Iiquidation and input demand deci sions, while
O is not.

Consider first the biases in the OLS estimates of (7) caused
by the problens of the endogeneity of the input demands and by
the self-selection induced by exit behavior. The endogeneity
ari ses because current input choices are determned (in part) by
the firms beliefs about Iikely values of T;,, when those inputs
will be used. As aresult, if there is serial correlation in T,
inputs in periodt wll be positively correlated with it, and an
OLS procedure that fails to take account of the unobserved
productivity differences will tend to provide upwardly biased
estimates of the input coefficients (noreover, we expect the nore
vari able inputs to be nore highly correlated with current val ues

of T,,; see Marschak and Andrews, 1944, and Giliches, 1957, for

current framework provided the marginal productivity of capital is strictly increasing in T; see Pakes, 1991,
Section IV, for a more detailed exposition.
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early, and nore detail ed, expositions).

Now consi der the problem of self-selection induced by plant
closings. Assumng, tenporarily, that there are no vari abl e
factors (the estinmation algorithmhas a prelimnary step which
estimates their coefficients), the conditional expectation of vy,
(conditional on current inputs, survival, and information
avail able at t!l), includes the term

E[ T.ta,, Kk, Ty, Pi=1]

Now recall that P,=1 if and only if T,>T,(k,,a,). Further it is
straightforward to show that the value function (equation 4) is
increasing in k (and, if older firns are |ess productive
conditional on the current value of their capital stock,
decreasing in a). This inplies that T,(f) is decreasing in k
(increasing in a). Firms with |arger capital stocks can expect
| arger future returns for any given |evel of current
productivity, and hence will continue in operation at lower T
realizations. Thus, conditional on T,,, and observed inputs, the
sel f-selection caused by exit behavior wll cause the expectation
of T, to be decreasing in k (increasing in a), inducing a
negative bias in the capital coefficient (and a positive bias in

the age coefficient).??

12" The crucial part of the logic underlying the sign of these biases is that the difference between the
value of continuing in operation and the sell off value of the firm be increasing in T and k, and decreasing in a.
Provided this condition is met, it does not matter whether the sell off value is independent of k and a (which,
for simplicity, was the specification we used in our description of the behavioral model). For similar reasons
the semiparametric techniques used in the estimation algorithm do not require the sell off value of the firm to be
independent of k and a.

24



Labor is assunmed to be the only variable factor (so its
choi ce can be affected by the current value of T;,). The other
two inputs, k;;, and a;,, are fixed factors and are only affected
by the distribution of T,, conditional on information at tinme t!1
and past values of T. |In particular, recall that the solution
to the firms optimzation problem (4), resulted in the
i nvest nent demand equati on

i = 0 (T, a, k) . (6)
That is investnent at tinme t as a function of the values of the
three firmspecific state variables and market structure at tine
t.

Assune that, provided i,>0, (6) is strictly increasing in T
condi tional on any value for the couple, (a;,k;). Then (6) is
invertible on the set of values for (i,,a;,k;) for which i,>0, and
for that set we can wite

T, = h(i,a, k) . (8)

Since equation (8) allows us to express the unobservable
productivity variable T,, as a function of observables, it wll
enable us to solve the sinultaneity problem The invertibility
condition that lies behind it states that, conditional on a
particular value for the capital stock, firms with higher T will
invest nore. Regularity conditions which insure that this is
true for the current exanple are given in Pakes (1991, section
V).

Now substitute (8) into equation (7) to obtain
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Yie = $lie + N(ii, a0, k) + 0 (9)
wher e,

Ne(iie, @, Kie) = $ + $aa, + Sk + h(iy, a, Kiy) (10)

Bel ow we use equation (9) and a nonparanetric (series) estimator
of the function N(i) to estimate $. Note however, that the
production function coefficients on capital and age, $, and $,,
are not identified fromthis equation since the equation does not
allow us to separate out the effect of capital and age on the
i nvestment decision fromtheir effect on output.

To identify the age and capital coefficients we have to use
t he panel structure of the data and the nodel's inplications
regarding the rel ationship between the observed productivities of
a given firmover tinme. Recall that we only observe the
subsequent year's data for those plants that survive, so in order
to proceed we need the probability of survival. That probability

is given by

Pr{P . =1*T,.i(Kpus @1a) s I} = Pr{T ST a( K @) *Tia( K, a40) T}
= P{Tiu( K @) » Ti} (11)

/ P

where we have dropped the dependence of the variables on the
i ndi vi dual subscript (i) for notational convenience. Together,

the accunul ati on and the investnent equations inply that both a,,;
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and k,,;, can be expressed as functions of the triple (T, a,, k;) and
T,=h,(i,a, k). So the probability in (11) can be expressed as a
ti me dependent function of i,, a, and k,. Below we provide a
nonparanetric estimators of this survival probability.

We conplete the systemto be estimted by considering
expectation y,,;'$1,,, conditional on inputs at tinme t+1 and
survival. This equation, when conbined with the estimtes of $,

N,, and P,, from(10) and (11) will allow us to identify $, and

$.. W have,
E[ VeS| (hr*aiias Kesa, Praa=1]
=% + S + Sk + E[T T, Py=1] (12)
P(dT,.*T,)
=% + S + kg + 1 T SO
T I P(dT,,*T,)
T
= $a., + Sk + 9(P,T)
wher e
P(dT,.*T,)
g(P., T) =% + 1 T SN
Tt +1 1 d Tt +1*Tt )

T

and the last equality assunmes that the function giving the
probability of survival, P=P(T,.1(Ki,a+),T;), is invertible for

al nost every T,, allowing us to wite T,,,(i) as a function of P,

and T,.

Now note that (12) and (11) together inply that

Yer!'$il v = S + Sk + 9(P, N 1$a, 18k,) + >, + Oy (13)
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wher e,

> = T UV E[ T Ty, Pua=1]

Equation (13) helps clarify two points; why we need the
first stage estimation algorithm and why we need an estimate of
T (in addition to P) to nake the selection correction. First
note that the difference between T,,;, and its expectation
conditional on past history (including T,) and survival, that is
>.,., 1S mean independent of both k,,;, and a,,; (since both these
vari abl es are known functions of variables available at the
begi nning of the period), but not of |,,, (since | abor can adj ust
to realizations in current productivity). Use of the estinate of
$ fromthe first stage allows us to renobve this sinmultaneity
problemin the choice of |abor by taking that variable over to
the left hand side of the estimating equation. Second note that
the exit probability depends on both T, and on T,,,(i) (which
varies across firnms). As aresult firns with the sane exit
probabilities can have different expectations of T,,, conditional
on survival

We turn now to a brief description of the details needed to
actually inplenent the estimation of the systemgiven by (9),
(11), and (13). The reader who is not interested in these
details can turn directly to our discussion of Table 6 (bottom of
page 26) where our enpirical results are described.

Equation (10) is an exanple of one of the earliest
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sem paranetric regression nodels. |t has been anal yzed using
bot h kernel (Robinson, 1988) and series (Andrews, 1990a and
Newey, 1991b) estimators of N,(f) and, subject to regularity
conditions, the resulting estimators of $ have the sane liniting
distribution. For sinplicity, we use a polynom al series
estimator for N,(i). That is we project y, on |, and a pol ynom al
inthe triple (i\,a,,k;). The enpirical results presented here
use a fourth order polynomal (with a full set of interactions)
to approxi mte the N,(f) function, but there was al nbst no change
in either the estimates of the coefficients of interest, or the
m ni mand, when we went froma third to a fourth order

approxi mation. Also, since the investnent function, and hence
N,(f), should differ with changes in market structure (see
equation 6 above), we estimated different polynom als for each of
the four regulatory periods (1974-77, 1978-80, 1981-83, and 1984-
86; see the discussion in section I)

Next we consider the estimation of the selection equation in
(12), the equation giving the probability of survival as a
function of (i,,a,k;). Here we use both a series and a kernel
estimator of the function determ ning the survival probability
and then conpare the results. The series approxination was
constructed by using a polynomal series in (i, a,k,) as
regressors in a probit estimation algorithm (the formula the
conputer uses to conpute the normal distribution is a series
approximation to the true distribution; so this gives us a series
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conposed with a series as our approximating function). Again we
used a fourth order polynomal in (i,,a,k,) wth a full set of
interactions, and again there was no change in the fit going from
the third to the fourth order. The kernel results that we
present here use the bias reducing normal based kernels in

Bi erens (1987), though the paraneter estinmates were al nost

i dentical when we used a standard nornmal kernel.'® Again, since
the nodel inplies that both the stopping rule and the investnent
equation change with market structure, we ran both the kernel and
the series estimator twice; once allowing for different selection
equations in each of the four different regulatory periods, and
once not.

Tabl e 5 provides the correlation coefficients between P,,,,
the indicator variable for survival in period t+1 conditional on
survival in period t, and the different esti mtes of the survival
probabilities. Two points conme out clearly fromthe table.

First, the kernel estimtor provides predictions (PHAT1 and
PHAT2) which fit better than the series estimtor (PHAT3 and
PHAT4). Second, the fits are quite a bit better when we all ow
for different stopping rules and different investnent functions
in the four different regulatory regines (conpare PHAT2 to PHATL,

or in the series case, PHAT4 to PHAT3). Consequently we use

13 Whenever we use the bias reduci ng kernelsin Bierens, 1987, we use a diagonal S with the inverse
of the variance of the regressors as the diagonal elements, choose a bandwidth by cross-validation, and use a
degree of bias reduction of four. Standard normal kernels used a diagonal covariance matrix with the inverse of
the variance of the regressors as the diagonal elements, and a bandwidth of one.
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PHAT2, the kernel estimates that allow for differences in the

selection function in the different regulatory periods, in the

anal ysis that foll ows.

Table 5 :

Correl ati on Coefficients between Vari ous Predicted

Survival Probabilities and P,,,

P PHAT1 PHAT?2 PHAT3 PHAT4

P 1.00 . 285 . 350 . 102 . 218
PHAT1 . 285 1.00 . 671 . 398 . 324
PHAT?2 . 350 . 671 1.00 . 215 . 583
PHAT3 . 102 . 398 . 215 1.00 . 483
PHAT4 . 218 . 324 . 583 . 483 1.00

Not es:

(1) P, is a 0,1 randomvariable that takes the value 0O
when a plant cl oses.

(2) PHAT1 and PHAT2 are the kernel estimates. PHAT1 is
estimated over the entire data set together, and PHAT2
is estimated separately for the four tinme periods,
1974- 1977, 1978-1980, 1981-1983, and 1984-1986.

(3) PHAT3 and PHAT4 are the probit estimtes. PHAT3 has no

time dumm es, and PHAT4 is estimated with tine period
dunmm es corresponding to the time periods in note (2),
and these dumm es are interacted with i,, k,, and a,.

The third (and final) step of the estimation procedure takes

the estimates of $,, N,, and P, fromthe first two steps,

substitutes theminto equation (13) for the true $, N,, and P,

and then obtains estimates of $,, $,, and the g(f function by
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m nim zing the sumof squared residuals in the resulting
equation. Here we also try both a series and a kernel estimator
of the unknown function g(P,h,) function. Recall that it is N,
that we estimate, and h, = N, ! $,a, ' $,k,, so that the val ues of
the regressors that determ ne g(i) depend upon the values of the
paraneters of interest.

For the series estimator we used a fourth order pol ynom al
expansion in (h,P,) (and again there was al nost no difference in
either the sumof squares, or in the coefficients of interest,
when we went fromthe third to the fourth order approximtion).
Thus the series estimator is obtained by running nonlinear |east

squares on the equation

4m 4
Am N
Yo - bl = ¢+ Batyy + Bikor v XX Bomsh ¢ Ptj v 8 (15)
J0 m0
W th,
hAt - ‘i’t - Baa, - Bk, : (16)

N, and b, are taken fromthe estimates of equation (9), and P, is
taken from equation (11).
The kernel results were obtained by form ng kernel estinates

of the regression of

Yesr P DL ¥ Sa, 1 Sk
on the regressors

P, and h, = N, 1 $.a, ! $k,
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for different values of ($, $), and then using a nonlinear
search routine to find the value of this paraneter vector that

m nimzed the sumof squared residuals fromthis regression.
Again the results presented here use the bias reducing kernels in
Bi erens (1987) (though we have al so used a standard normal Kkernel
with little difference in the resulting coefficient estimtes).

Finally the results indicate that a linear trend
(representing disenbodi ed technical change) was significant, so
we included a tinme trend in the production function in (10), and
carried it through the entire estimation procedure.

A note on the properties of these estimators are in order
before proceeding. Pakes and Aley (1991) provide a set of
conditions on h. (0, p(0, 9,(f), and the distribution of the data,
that insure that when we use the kernel estimator of g(i in
equation (13) we obtain consistent and asynptotically norma
estimators of the capital, age, and tinme coefficients (it adapts
and extends previous results by Newey, 1991b, and Andrews, 1990b,
to cover problenms which require estimates of nonparanetric
functions which are indexed by either other nonparanetric
functions, or by the paraneters of interest). Appendix 2 of this
paper uses the results in Pakes and Aley (1991) to obtain a

formula for a consistent estimtor of the covariance matri x of

% The estimation procedure here was computationally more burdensome as the kernel had to be re-
evaluated each time we needed to evaluate the objective function at a different parameter vector. Asaresult we
chose the bandwidth by cross validation at the estimate of the parameter vector obtained from the series
estimation procedure, and held the bandwidth fixed at that value thereafter.
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our paraneters. W do not currently know of a theoremthat

i nsures consi stency and asynptotic normality when a series
estimator is used for g(d in equation (13). On the other hand,
we would find it surprising if the series estimator did not have
the sanme properties as the kernel estimator, and it is much
easier to conpute.

The results of the alternative three step estimation
procedures, together with sone other estimtes of the production
function coefficients, are provided in Table 6. Colums 1 and 2
obtain their estimates fromthe subset of data set that contains
only those plants that were active throughout the entire sanple
period. That is, these colums use the traditional "bal anced
panel". Columm 1 provides the OLS estimates fromthe bal anced
panel, while Colum 2 provides the within estimates (the
estimates froma fixed effects nodel which uses deviations from
pl ant specific nmeans as data in a | east squares estimation
procedure). Colums 3 to 10 use the "full" sanple; this sanple
keeps plants that eventually drop out for all periods in which
they are active, and introduces new entrants as they appear.

Col um 3 provides the OLS estimates fromthe full sanple, Colum
4 provides the within estimates, and columm 5 adds investnent to
the right hand side variables and reruns the COLS procedure.
Colums 6 and 7 nake partial corrections to the OLS procedure
(the first for selection, and the second for the serially

correl ated unobserved state variable; see below). Colums 8 to
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10 provide different versions of our three step estimtion
procedure.

The first point to note fromthe table is that the ful
sanpl e contains over two and a half tines the nunber of
observations in the bal anced panel. That is, the selection
criteria that is inplicit in using a balanced panel throws out 60
to 70 percent of the observations in the full sanple. The fact
that these fractions are so large, together with the theoretical
di scussion which inplied that the sel ection process should
generate very particular biases in the estinmates of the
production function coefficients, wll help clarify sone of the

anomal i es generated by the bal anced panel.
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(standard errors in parentheses)

Table 6: Alternative Estimates of Production Function Parameterst

Sample Balanced Panel Full Sample®*
) 2 ©) 4) 5) (6) () (8) 9 (10)
Nonparametric P,
Estimation Total Within Total Within OoLS Only P Only h Normal P, Series Kernel
Procedure
L abor .869 773 .695 .65 .63 .615
(.038) (.050) (.019) (.025) (.02) (.027)
Capital 163 .054 .308 14 .23 37 .29 292 32 .35
(.033) (.048) (.017) (.025) (.02) (.02) (.03) (.073) (.035) (.045)
Age .001 -.010 -.0048 -.004 -.002 -.006 .001 -.0025 -.00 .01
(.003) (.016) (.0016) (.002) (.002) (.002) (.005) (.010) (.004) (.014)
Time .025 .047 .023 .023 .02 .03 .005 .023 .035 .04
(.006) (.016) (.004) (.005) (.004) (.005) (.01) (.002) (.019) (.038)
Investment - - - - A3 - - - - -
(.01)
Other - - - - - Powers Powers Mill's Full Kernel
Variables of P of h Ratio Polynomial in
Present and h in Pand h Pandh
SSE - - - - - 619.6 587.8 593.2 580.8 553.7
(Final
equation)
# Obs.? 886 886 2397 2397 2397 1603 1603 1603 1603 1603
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Notes for Table 6:

oy
2

3

(4)

The dependent variable in columns 1 to 4 is the log of value added, while in columns 6 to 10, the dependent variableislog(va) ! b,*log(labor).

The number of observations in the balanced panels of regressions 1 and 2 are the observations for those plants that have continuous data over the
period, with zero investment observations removed. Similarly, the 2397 observations use in columns 3,4, and 5 are all observationsin the full
sample except those with zero investment. Approximately 8% of the full data set had observations with zero investment. Columns 6 to 10 have
fewer observations due to the fact that the sampling procedures for the ASM forced us to drop observations in years 1978, 1983, and the last year,
1986. See note 3.

The number of observationsin the last five columns decreases to 1603 both because we needed lagged values of some of the independent variables
in estimation, and because, due to the sampling design for the data, we could not us all the datain the last year of the rotating five-year panels that
make up the Annual Survey of Manufactures. Thisis because we did not want to mistake missing data for some of the plants as exit, when in fact it
isthe result of not being sampled for the next five-year panel. To check that the estimates in columns 3,4, and 5 are not simply the result of the
sample, we ran the same estimating equations on the 1603 plant sample and got almost identical results.

Consult the text for details of the estimation algorithm leading up to columns 6 to 10.
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The estimates in colums 1 and 2 are what we have cone to
expect from production function estimates from bal anced panel s.
The | abor coefficient is higher than we woul d expect for the
elasticity of output with respect to | abor (certainly higher than
the share of labor in total cost which is about .65 in this
data), while the capital coefficient is |ower than we would
expect (it al nost disappears in estimates which use the "w thin"
di nensi on, see colum 2).%

Recal |l that we had two reasons for worrying about biases in
these estimates. First endogeneity of the input choices should
lead to a positive correlation between the inputs and the
unobserved productivity term( a problemwhich is likely to be
nore severe the nore variable the input and hence the easier to
adjust to current realizations of productivity). This is the
traditional reason for believing there is a positive bias in
ordinary | east squares estimate of the | abor coefficient. The
within estimator will only account for the bias to the extent
that the plant's productivity termis constant over tinme (and
recall that this is an industry that underwent major
restructuring during the period under study). Second, even
considering the 1972 cross section as the universe for the
subsequent anal ysis, by taking the bal anced panel we are only

keeping those firnms that did well enough to survive the entire

15 we will not focus on either the age or the time coefficients in what follows since, though their
values are generally consistent with our expectations, they are never estimated with much precision.
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period (recall that Table 4 indicated that this was under half of
the plants that were active in 1972). Since firms with | arger
capital stocks will survive on the basis of |ower productivity
realizations, selecting on survival generates a negative

correl ation between the disturbance termin the selected sanple
and capital.

By going to the full sanple we expect to elimnate nmuch of
the selection problem but not necessarily the probl ens generated
by the endogeneity of the input choices. Colums 3 and 4 provide
the OLS and within estimates on the full sanple. The sinple act
of adding back in the plants that were active during only part of
t he sanpl e period al nost doubles the capital coefficient and
pushes the | abor coefficient down by about 20% (and this is true
whet her we conpare the total or the within colums). O course,
both the colum 3 and 4 coefficients should still be biased by
both sel ecti on and endogeneity. |In particular since the within
col umm uses only changes over tinme and has to discard those
pl ant -year changes in productivity that induce the plant to cl ose
down, one m ght expect it still to contain a |arge negative bias
in the capital coefficient generated by sel ection; whereas the
total columm makes no attenpt at all to control for firmspecific
di fferences in productivity, so we mght expect it still to
contain a |arge positive bias in the | abor coefficient.

More formally, to account for the positive bias in the |abor
coefficient in colum 3, we need to substitute a pol ynom al
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expansion in the triple (i, a,k) for T, in equation (7) and to
re-estimate the equation. Colum 5 adds only investnent to the
list of regressors in colum 3. [|If the polynom al needed for T,
were both linear and did not require interactions with tinme for
the different regulatory periods, the estimate of the | abor
coefficient in colum 5 would be consistent. The capital and age
coefficients, however, would confound the effect the effect of
capital and age on output with their effect on investnent and
hence have no direct interpretation. There are two points to
note fromthe estimates in colum 5. First the investnent
coefficient is highly significant, indicating that there is
indeed likely to be a simultaneity bias in the estinmtes of
colum 3. Second, as predicted by the theory, the |abor
coefficient goes down again, this tine by another 10%

The | abor coefficient fromequation (10), the equation that
used a fourth order polynom al expansion in (i, a;,k;) whose
coefficients were allowed to vary over the four regulatory
periods to account for T,, was .615 (.027) (not very different
fromthe coefficient fromcolum 5, and between 10 and 15% | ower
than the COLS coefficient on the full sanple). Colums 6 to 10
use this coefficient, the inplied estimate of T,, and the
estimate of P, fromthe selection equation (11), to obtain the
estimates of the capital, age, and tine coefficients.

Colum 6 regresses y,,; ! .615l,,, on age, capital, tine, and
a polynomal in the estimate of the selection probability. If
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there were no serial correlation in T,, inplying no endogeneity
problemin this equation, use of the polynomal in the estimte
of the selection probability should correct for the selectivity
bi as and generate consistent estinmates of the coefficients of
interest. On the other hand, if T is serially correlated, then
we woul d expect k,,;, to be positively correlated with T,,
produci ng a positive bias in the capital coefficient in this
colum. So we would expect this colum to provide us with an
estimate of an upper bound to the capital coefficient.

Colum 7 regresses y,,; ! .615l,,, on age, capital, tinme, and
a polynomial in h, the estimate of T, that we get fromthe first
equation. If firnms could not exit, so that there were no
selectivity problem then use of the polynomal in h, would
correct for the endogeneity problem and produce consi stent
estimates of the coefficients of interest. G ven that even
transitions on the full panel are selected for survival (though
this is only survival over a two, not thirteen, year period), and
the theory tells us that the selection process should generate a
negative bias in the capital coefficient, we expect this colum
to provide an estimate of a | ower bound for the capital
coefficient.

The estinmates of the upper and | ower bounds were,
respectively, .37(.02) and .29 (.03) (the standard errors of the
coefficients in these colums were obtained froma bootstrap

procedure). The inplied interval rules out both bal anced panel
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estimates and the within estimates fromthe full sanple, but
still leaves a fairly |arge range of possible values for the true
capital coefficient. Note also that the fact that the val ue of
the mnimand in colum 7 is nuch | ower than that in colum 6
attests to the likely enpirical inportance of the serially
correl ated unobserved state variable that h, proxies for.

Colum 8 provides a hal fway nmark between the generality of
our full nodel and a paranetric alternative. The consistency of
the estimates in this colum require that P; be given by the

paranmetric famly

Tt+1 = D Tt + >t+1 y V\here >t+1 - N(O, F2)

and N(f) signifies a normal distribution. Briefly, it uses the
probit estimates of the selection equation to obtain a
nonparanetric estinmate of the truncation point in that equation
and then notes that, given the nornmality assunptions, the
expectation of T,,, conditional on past history and survival wll
depend only on T, (estimated by h,) and MI1l's ratio eval uated at
the truncation point. Colums 9 and 10 provide the series and
the kernel estimates of the version of our nodel which does not
restrict P

The first point to note is that all three of these
procedures produce estimates of the capital coefficients that are
bet ween the upper and | ower "bounds"” for this coefficient given
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in colums 6 and 7. There is sone evidence that the constraint

i nposed by normality produces both a | ower capital coefficient
and a significantly worse fit than the nore general nodel, so we
shal |l disregard colum 8 in what follows. The other two
estimates are not nuch different fromone another; and this is
true whether we use as our difference netric their estinated
standard errors or their enpirical inplications as discussed in
t he next section (we have already done the enpirical analysis of
productivity using both the colum 9 and the colum 10 estimates
with no significant difference in the results).! On the other
hand both colums are quite different fromthe results of the

nmore traditional estimation procedures di scussed earlier.

IV  The Inplications of Qur Estimators on Productivity
This section of the paper uses our production function
estimates to construct neasures of plant |level productivity in

t he tel econmuni cati ons equi pnent industry and then anal yzes

16 we have done alot more anal ysis of these coefficients than is reported above, and this note
reviews the other results. The system was estimated using several different estimators for the nonparametric
components, and adding a trimming step to account for observations in low density regions. None of the
alternative estimators generated much of a change in the coefficient estimates (the capital, age, and time
coefficients varied between .31 and .35, -.01 and .01, and .01 and .04 respectively). There was one run,
however, in which the estimated standard errors doubled as aresult of an outlier that was trimmed in the
trimming procedure. In addition we ran systems in which multiplant firms had different investment and
stopping rules (we also tried differentiating by the number of plants), and investigated differences in estimates
over different subperiods of the panel. The only significant (from a statistical point of view) change occurred
when we split the sample into three equally sized time intervals, and re-estimated the model in the first and last
of these. The results provided evidence of an increase in the capital intensity of the industry over time, as the
OLS capital coefficient from the full subamples went from .27 (.03) to .34 (.03), and the estimates from the
bias reducing kernel version of our procedure went from .32 (.08) to .40 (.05). Again these differences are
simply not large enough to make any substantial difference to the economic implications discussed in the next
section.
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changes in the distribution of this productivity neasure between
1974 and 1987. Qur plant |evel productivity neasure is

cal cul ated as

Piv = Yie ' bl 1 bk ! ba, ,

where the b's are taken fromcolum 10 in Table 6.

We begin with the aggregate industry productivity. Table 7
conpares two neasures of aggregate industry productivity growh
bet ween 1975 and 1987. W cal cul ate our aggregate neasure (Pl in
the first columm) as the share-wei ghted average of our plant-
| evel productivity neasure, using plant-1level shares of the ful
sanpl e as wei ghts. P2 in colum 2 provides the productivity
grom h rates derived in an anal ogous way but using the production
function coefficient estimates and the shares of output fromthe
bal anced panel (fromcolum 1 in Table 6). Columm 3 suns the
di fference between P1 and P2 fromthe begi nning of the sanple
period, while colum 4 provides the BLS s neasure of growh in
aggregat e manufacturing productivity (P3). Figure 1 normalizes
productivity to equal 1 in 1974, and then plots the |evels of our
nmeasure, and of the neasure obtained fromthe bal anced panel,
over the period. The difference between the two curves in this

figure is colum 3 of Table 7.
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Table 7:
| ndustry Productivity G owmh Rates

Year 1 2 3 4
Pl P2 3( PL,- P3
P2,)
1975 -. 127 -.113 -.014 -.014
1976 -. 017 -. 030 -.001 . 052
1977 . 070 . 073 -. 004 . 032
1978 . 084 . 089 -. 009 . 016
1979 . 012 . 005 -. 002 -. 007
1980 . 060 . 090 -.032 -.023
1981 -.001 -. 003 -.036 . 011
1982 . 002 . 017 -.051 -. 005
1983 -. 059 -.051 -. 059 . 059
1984 . 044 . 032 -. 041 . 068
1985 . 047 . 084 -.094 . 038
1986 -.021 -.024 -.091 . 027
1987 . 009 . 043 -.125 . 034
Colum 1 - out put wei ghted average fromentire data set
usi ng our corrected estinmates
Col um 2 - out put wei ghted average for bal anced panel
usi ng bal anced panel estimates
Col um 4 - all of manufacturing (source: Bureau of

Labor Statistics)
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See text for additional detail.

Figure 1: QFR, NSF & LBO Samples
LBO Sample: 600 LBOs

VAV

QFR Sample NSF Sample
18,992 Non-LBOs 8,736 Non-LBOs

198 LBOs . 87 LBOs

46




We begin with a conparison of P1 to P2. Colum 3 nakes it
clear that P1 drops below P2 imedi ately and remai ns below it
t hroughout the sanple period. Indeed the annual growth rate of
P2 (1.63% over the period as a whole is over double the growth
rate of P1 (.79% . Recalling that the bal anced panel excl udes
those plants which exit during the sanple period, a selection
whi ch our theory tells us should delete precisely those plants
with [ ow productivity gromh, the fact that P1 is | ower than P2
shoul d not be surprising. The other difference between the two
sanples is that the bal anced panel excludes new entrants.
Enmpirically, new entrants tended to be smaller plants with | ower
productivity than the average productivity of continuing
establi shnments (but higher productivities than those plants which
exit). So the difference in the treatnent of new entrants
between the two panels reinforces the difference between the
productivity neasures that is induced by the difference in the
treatment of those who exit.

Note that this reasoning |leads us to expect particularly
| arge differences between the productivity measures in periods
when there is disproportionate anobunts of entry and exit. Colum
3 shows that the difference between P1 and P2 takes a junp upward
bet ween 1979 and 1980, just after the registration and
certification program and then another discrete junp in 1985,
just after divestiture. These were precisely the years where
there was likely to be disproportionate anounts of entry and exit
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(see Tables 3 and 4 above, and Table 11 below). Indeed the
average annual difference between P1 and P2 in the period after
divestiture was 2.2% (3.4% versus 1.2%, alnpost two and a half
times the average annual difference between P1 and P2 over the
entire sanple period. The |lesson here is that aggregate
productivity cal cul ati ons based on bal anced panel s can generate
| arge positive biases during periods when an industry is
undergoi ng a significant anmount of restructuring.

The extent to which the novenents in Pl can be accounted for
by historical changes in the structure of the tel ecomrunications
equi pnent industry is quite striking. Notice first the surges in
productivity that follow both the registration and certification
programin 1977 and 1978, and the divestiture in 1984. Al so the
gromh rate in productivity is practically zero in 1982, and
negative from 1982 to 1983. G ven that the Consent Decree
announci ng divestiture was signed in January 1982, this period
was undoubtedly a tine of reorgani zation and restructuring for
the industry as a whole. The negative growh in productivity
probably reflects the cost of reorganization anong i ncunbents and
the tinme it takes new entrants to settle into production.

Col um 4 provides annual growh rates in productivity for
all of manufacturing. Note that the two periods of high growth
rates in the tel econmuni cati ons equi pnent industry, 1977-1978 and
1984- 1985, are not reflected in the data on aggregate
manuf acturing. The two periods of telecomunications
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productivity growh are a result of factors that are specific to
that industry (eg., regulatory changes) and are not related to
trends in overall manufacturing. This cones through even nore
clearly in Table 8, where we provide the correlation coefficients
between the three growh rate series in Table 7. The growth rate
of productivity in the tel ecommuni cations equi pnment industry has
an r? of alnost zero with the growth rate for manufacturing as a

whol e.

Table 8
r2's for the Gowh Rates reported in
Table 7
1 2 3
1.00 . 916 . 008
. 914 1.00 . 001
. 008 . 001 1.00

We now del ve deeper into the determ nants of industry
productivity. W first ask about the efficiency of the output
al l ocation anong plants in the industry. One can ask this
guestion either conditional on the extant distribution of fixed
factors (age, capital, and productivity), or unconditionally. W
begin by considering the efficiency of the allocation conditional
on the distribution of fixed factors. To analyze this issue we

introduce a variable cost efficiency index. The index is defined
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as the ratio of the m nimum vari abl e cost of producing industry
out put, given the current distribution of fixed factors (age,
capital, and productivity), to the actual variable cost of
produci ng industry output. Firns are assuned to mnim ze

vari abl e cost given their fixed factors, so their actual variable

cost of production is calculated as

iﬂl X ipke Ba 4, m

CYpKpapppwy =min w,L, st Y, <L (15)

where p; is productivity as defined at the beginning of this
section. The mininmumtotal variable cost of producing industry
output is calculated as the solution to

N N
min Y C(PpKpapppwy) st Y Y=Y . (16

a1 a1
Y, :

1>

The static efficiency index is calculated as the ratio of (16) to
the sum of (15) across plants. The results fromthis cal cul ation
are presented in Table 9 where we have averaged the annual static

cost efficiency index over several sub-periods.

50



Table 9 : Variable Cost Efficiency

(m ni mum cost of production divided by actual cost of
pr oducti on)

Year s Tot al Interfirm Intrafirm
1974- 1977 L T7 . 85 . 90
1978- 1983 . 67 . 80 . 84
1984- 1986 .71 .79 . 90
Mean .72 . 81 . 88
Table 9 actually goes one step further than this. It

deconposes the static variable cost index into two terns; a term
provi ding a neasure of the efficiency of allocation of output
anong plants within a firm(the intra firmindex), and a term
provi ding a neasure of the efficiency of the allocation of output
between firnms (the inter firmindex). Specifically the intra
firmindex is the ratio of the variable cost of production one
woul d obtain if one allocated the actual firns' output
efficiently anong their own plants to the actual cost of
production (obtained from15). The inter firm conponent is the
ratio of the m ninmum cost of production obtained from(16) to the
cost of production obtained fromefficiently allocating the
existing firmdistribution of output anong the plants in the
alternative firms (to the nunmerator of the intra firmindex).
Thus the product of the inter firmand the intra firmindices

must equal the total index.
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The total columm of Table 9 shows that, not surprisingly,
the static efficiency index declined in the 1978-1983 period, the
peri od when the industry was undergoing the restructuring induced
by the changes in the regulator environnent. |t did increase
again after deregulation, but not to the level it had achieved in
the pre 1978 period. All novenents in the static efficiency
i ndex are caused by novenents in the inter firm conponent of the
i ndex, the intra firm conponent was essentially constant at the
hi gh I evel of .9 throughout the period.

The nore conpetitive structure that energed after
deregul ati on seens to have generated an inter firmallocation of
output that is less efficient, conditional on both the total
out put produced by the industry and on the existing joint
distribution of fixed variables, than the output allocation prior
to deregulation. The I esson here is that nore concentrated
i ndustry structures may wel | allocate output anong existing
plants in a nore cost effective manner. The benefits from
conpetition cone fromeither less restrictive output practices, a
real l ocation of fixed factors towards nore productive
enterprises, or increases in average productivity gromh. W now
turn to an investigation of the latter two possibilities.

Recall that while the static variable cost efficiency index
seens to have fallen after deregul ation, the aggregate industry
productivity figures increased follow ng both periods of
regul atory change. To see what is behind this set of results it
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is hel pful to deconpose the productivity figures in a slightly
different way. Recall that our neasure of industry productivity
is a weighted average of plant-level productivity, with shares of

i ndustry out put as weights, i.e.,

N,
Py = E Sy »

il

where p, is industry productivity at time t, p;; is plant |evel
productivity, and s,, is plant i's share of output at tine t.

Now deconpose p, into a sumof two ternms as foll ows

N,

t
pi= Y (spA s)(P A Py
3l

N

t
-N5,p,+ Y A s,A p, (18)
i-1

2

t

=P, A s A p,
1

-
)

wher e

Asy-sy s,ad Ap,-p, p, : (19)

and & and &, represent the unwei ghted nean productivity and the
unwei ght ed nean share, respectively.

Tabl e 10 presents data on the three terns from equation
(18). Columm 1 is the left hand side of the equation; industry
productivity constructed as a wei ghted average of plant-Ievel
productivities. Colum 2 is the unweighted average of plant-
| evel productivity, . Columm 3 provides the second termon the
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ri ght hand side of (18), the sanple covariance between
productivity and output. The larger this variance, the higher
the share of output that goes to nore productive firns and the
hi gher is industry productivity. Finally, the fourth colum of
Tabl e 10 gives the correlation coefficient between plant-Ievel

capital and plant-Ievel productivity.

Tabl e 10

Year 1 2 3 4

1974 1.00 .91 .09 -. 059
1975 . 87 . 81 .07 -. 092
1976 . 86 .78 . 08 -. 106
1977 .92 . 86 . 06 -. 070
1978 1.00 .91 .09 -. 036
1979 1.01 . 96 . 05 -. 030
1980 1.07 . 96 11 -. 008
1981 1.07 .90 .17 . 037
1982 1.07 . 93 .14 . 010
1983 1.00 .92 .09 -. 056
1984 1.05 . 97 . 08 -. 072
1985 1.10 . 89 .21 . 036
1986 1.08 . 90 .17 . 050
1987 1.08 . 86 .23 . 120

The tabl e hel ps us separate out the factors underlying the

increase in productivity in colum 1. & has not changed al
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that nmuch since 1979, but there has been a reallocation of output
fromless productive to nore productive plants. It is this
reall ocation output, and not any increase in average
productivity, that is driving the increase in productivity at the
industry level. Fromthe analysis of the static cost efficiency
i ndex above, we know that this reallocation of output to nore
productive plants is not a result of a nore efficient allocation
of variable factors of production conditional on the existing
distribution of fixed factors. So it should be a result of a
reall ocation of capital towards the nore productive plants. A
conpl ete anal ysis of precisely how this happened and of the
effect of the various policy and environnental changes on that
process would require us to fill in the details of the dynam c
general equilibriumnodel that |ies behind the adjustnment process
that occurred in this industry ! a task beyond the scope of this
paper. W can, however, provide sone reduced form evidence on
the inmportance and the inplications of the capital reallocation
process.

Colum 4 of Table 10 provides the correlation between
capital and productivity. It has increased dramatically since
t he Consent Decree, and it increased substantially follow ng the
earlier regulatory changes also. In fact the only two years in
whi ch there was a perceptible drop in the capital-productivity
correlation were 1983-84, the years when the adjustnent to
deregul ati on nust have been greatest.
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One can al so see the inpact of the reallocation of capital
towards nore productive plants in the analysis of exit behavior.
The stopping rule that cones out of the dynam c behavioral node
(equation 5) inplies that whether or not a firmshuts down is a
function of its productivity, capital stock, and age. The
nonparanetric estinmati on procedure uses this fact to derive the
survival probabilities, but treats these probabilities as
nui sance paraneters, never exam ning themfor their independent
econom c interest. Table 11 provides a sinple probit analysis of
survival probabilities with our estinmates of productivity,
capital, and age, as well as tine dumm es, as right hand side
vari ables. The probits have the exit probability negatively
related to both the firms capital stock, and to the firns
productivity (though, as in the production function, age is
insignificant and sonetines the wong sign), with productivity
being the nost significant of the two variables. Also, there
seens to be a clear effect of deregulation on the probability of
exit. Conditional on any triple for the state variable, that
probability seenms to have gone up after 1980. So one mechani sm
for the reallocation of capital that facilitated the increase in
aggregate productivity that acconpani ed deregul ati on seens to
have been an increase in the rate of shutdown of unproductive

pl ants.
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Tabl e 11

Probit Mdels of Exit Probabilities”
(standard errors in parentheses)

1 2 3

| nt er cept -1.22 (.14) -.613 (. 260) -. 556
(.266)
Productivity -.252 -.234 (.064) -. 240
(.063) (.065)
Age . 007 (.006) -. 008
(.006)
Capi t al -.081 (.031) -.095
(.032)
D2 -.353
(.198)
D3 . 114
(. 144)
D4 . 469
(.138)
# Cbs 1900 1900 1900
Log -329. 90 - 326. 28 -314. 74

Li kel i hood

* The dunmy vari abl es are defined as foll ows:

Base period is 1974-1977,

D2 = 1 for years 1978 to 1980, 0O ot herw se
D3 = 1 for years 1981 to 1983, 0 otherw se
D4 =1 for years 1984 to 1986, 0O otherw se.

Qur results indicate that the changes that occurred in the
t el econmuni cations industry in this period inproved the
performance of the tel ecommunications equi pnent industry by

i nducing a reallocation of capital fromless to nore productive
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plants. Note that since this reallocation process seens to be
greatly facilitated by entry and exit, an inportant part of it
woul d not be picked up fromthe analysis of bal anced panels (nuch
| ess aggregate data). Nevertheless, it is this reallocation of
capital, rather than sone increase in either the efficiency of
the allocation of variable inputs, or in average productivity,
that seens to be behind the increase in productivity that

foll owed the deregul ati on of the tel ecommunications equi pnent

i ndustry.

Vi CONCLUDI NG CAVEATS

We conclude with two rel ated caveats. First we would |ike
to enphasize that it is still too early to assess the full inpact
of deregul ation on productivity in the tel ecommuni cations
equi pnent industry. Qur analysis suggests that the change in
regul atory structure was followed by an increase in industry
productivity generated by a reallocation of capital and a shift
i n production towards nore productive plants. However, the |ong
term question of the effect of the divestiture on productivity
will also have to cone to terms with its effect on R&D activity.
Partly as a result of the trenendous success of research efforts
at Bell Labs, AT&T's research subsidiary, the tel econmunications
network in the United States is the npbst sophisticated in the
world. Qur estimates indicate that there has not been an
i ncrease in average productivity since divestiture. However any
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change in productivity that resulted froma change in the
structure of R&D in the industry after deregul ati on woul d
probably not manifest itself in the data until after 1987. On
this point we should note that when we take the RBOC s together

W th AT&T their joint R& expendi tures and enpl oynent after
divestiture are not |lower than the predivestiture |evels of AT&T
(Noll, 1987). On the other hand it is still too early to know
how t he changes in the structure of the industry has affected the
productivity of those R&D expenditures.

The second point is related, though nore theoretical. Wat
seens to be clear fromthe data is that certain enterprises
generate nore sales for given anounts of capital and | abor
expenditures than others, and that differences in this sales
generating ability (which we call productivity) anong plants are
highly serially correlated over tine. This inplies that
t here is an unobserved, serially correlated, state variable
that is a determ nant of both survival probabilities and input
choi ces.

The way the nodel of Sections Il and Ill deals with this
unobserved, serially correlated, state variable is to assune that
there is a one-to-one relationship between it and invest nent
condi tional on the observed state variables of the problem (at
| east on the subset of the data with i,>0). A nore general node
than the one outlined here, say one that allowed for a separate
effect of the outcone of an R&D process on profits, and hence on
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the i nvestnent decision, would be unlikely to generate such an
invertibility condition w thout incorporating information on
addi tional observables. W stopped where we did because of a
conbi nation of data availability and the fact that the franmework
presented here seened rich enough to capture the nature of the
restructuring that occurred in the tel ecommuni cati ons equi pnent

i ndustry during the period of our study. W do not doubt,
however, that extensions to (or nodifications of) our techniques
may be necessary in order to cone to grips with either different
gquestions or different data sets.

The conceptual point we would |ike to enphasize is not that
our solution ought always be used. Rather it is that the
solution that is used to study changes in the perfornance of an
i ndustry should take into account the fact that different
enterprises are differentially efficient in producing sales, and
t hat though these efficiency differences do vary over tine, they
are highly serially correlated. A result of this serial
correlation is that the efficiency differences thensel ves becone
determ nants of the rates of expansion (or contraction) of
plants. This makes them an integral part of the process by which
mar kets adjust to changes in their environnent. |In our case it
was differences in the extent to which this adjustnent took pl ace
pre and post deregul ation that was the nmj or determ nant of the

pre and post deregul ation differences in industry performance.
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Appendi x 1: The Data

The data be used in this study is an extract drawn fromthe
Longi tudi nal Research Database (LRD) mai ntained at the Center for
Econom c Studies at the Bureau of the Census. The LRD contains
all the data for manufacturing establishnents collected by the
Census of Manufactures in 1963, 1967, 1972, 1977, 1982, and 1987
, and by the Annual Survey of Mnufactures for non-Census years
from 1973 to 1986. The data is collected at the establishnent
| evel and includes detailed information on the inputs and out put
that characterize the production process. A nore detailed
description of the data and how we constructed the vari abl es used
inthis analysis can be found in Aley (1991).

Tel ecomruni cati ons networks are conposed of three broad
categories of equipnent. Term nal equipnent is equipnent that
termnates a tel ephone wire at a custoner's prem ses and i ncl udes
such products as tel ephone sets, key tel ephone sets, facsimle
machi nes, and nodens. Transm ssion equi pnent, which carries the
signal between term nal stations and swi tching centers, includes
coaxi al cable, mcrowave radi o equi pnent, optical fiber, and
communi cations satellites. Finally, swtching equipnment, which
is the heart of the network, links the term nals of the
t el ecommuni cati ons system The main types of sw tching equi pnment
are private branch exchanges (PBX) and central office swtching
centers. This study focuses on all three types of equipnment with
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t he exception of transm ssion cable. Thus we do not include
pl ants that produce the various types of transm ssion nedia such
as copper wire, coaxial cable, or glass fibers.

In terns of the classification systemused by the U S
Bureau of the Census, the tel ecomuni cati ons equi pnent industry
is made up primarily of those plants that are classified in SIC
i ndustry 3661, Tel ephone and Tel egraph Apparatus. The three 5-
digit product classes within SIC 3661 are 36611, sw tching and
sw t chboard equi pnent, 36613, carrier |ine equipnent, and 36614,
ot her tel ephone and tel egraph wire apparatus. This last 5-digit
product class includes such products as tel ephone sets, key
t el ephone sets, and tel ephone answering devices. |In addition, a
subset of the plants from SIC 3663, Radi o and Tel evi si on
Communi cati ons Equi pnment, are included in the anal ysis.

The subset of plants added fromindustry 3663 are plants
t hat produce products within the 5-digit product class 36631,
comruni cati ons systens and equi pnent, except broadcast. The
Bureau of the Census classifies fiber optics comunication
equi pnent, m crowave conmuni cation equi pnent, facsimle
communi cation equi pnent, and carrier |line equipnent, n.e.c. (not
el sewhere classified) in the product class 36631, but we w shed
to include plants that produce these products in the analysis of
t he tel econmuni cati ons equi pnent industry. However, the product
class 36631 also includes mlitary space satellites, amateur
radi o communi cati ons equi pnment, and other products that we felt
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shoul d be excluded fromthe data set. Therefore, we had to take
care to elimnate fromthe data set those plants that primarily
produce products outside our definition of the industry.

Though our choi ce of product classes is as close as possible
to the definition of the product market as we could get, it
shoul d be pointed out that, since we have pulled together data
for plants in different four-digit SIC industries, conparison
wi th published aggregates will be Iimted.

We now describe the variables used in the analysis. Unless
ot herwi se specified, all variables are neasured at the plant
| evel and are taken fromthe Longitudi nal Research Dat abase
mai nt ai ned at the Center for Econom c Studies at the Bureau of
t he Census.

Val ue added is defined to be total shipnents, adjusted for
changes in inventories, mnus the cost of materials. Real value
added is constructed by deflating output by a 4-digit industry
out put deflator and deflating the cost of materials by a 4-digit
materials deflator. The deflators are taken fromthe PCS
dat abase as extended by Wayne Gray (1989). The labor variable is
an hours variable constructed by taking the total conpensation
for labor, including all supplenental |abor costs, and dividing
the total by the production worker wage rate at the given plant.

The capital nmeasure used in the regression analysis is
constructed using a perpetual inventory method, K., = (1)K +
l,. Since the capital data in the LRD is detailed enough to
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all ow one to distinguish between buil dings and equi pnent, al
cal cul ations of the capital stock are done separately for
bui I di ngs and equi pnent. Real capital is obtained by deflating
investnment by a 4-digit industry new i nvestment defl ator taken
fromthe extended PCS data set. As suggested by Hulten and
Wkoff (1981) buildings are depreciated at a rate of .0361, and
equi pnent at a rate of .1179.

In order to construct the capital series using the perpetual
i nventory nethod, we had to address two other issues. W needed
an initial capital stock, and we wanted to utilize the LRD data
on rentals and used equi pnent expenditures. The nethod of
dealing with the initial condition problemdiffered with the
information available on the plant. [If the plant is first
observed in an ASM year we treated the plant as a new entry, and
assuned the entire book value of capital was put in place in the
previous year. |If a plant is first observed in a census year, it
coul d have opened any tine between the previous census and the
first observed census. As a result we calculated two estinmates
of capital; the first assumes that the plant is newin the first
observed census year, and the second assunes that the entire book
value was put in place in the previous census year. The initial
capital stock used in the analysis was a sinple average of these
two estimates. For plants first observed in the first year of

the LRD (1963) we took the book value in that year to be correct.
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If a plant was renting capital, the rental value is
capitalized and added to current year capital stock. The rental
data is capitalized using rental rates for all manufacturing
supplied by the Bureau of Labor Statistics. Interestingly,
rentals seemto be nore inportant for snmaller plants than they
are for large plants. Mny small plants do not have any
bui I dings on their books and are renting their factory. Many of
the plants al so report purchases of used equipnent. 1In the
cal cul ation of the capital stock, used equipnent is deflated
using the new i nvestnent defl ator and added to current capital.
Finally, partly because of the sanpling design, there were often
m ssing years on the plants. W inputed the m ssing investnent
data by averaging the actual investnent in the year just before
the mssing data with the investnent in the year inmmediately
followng the gap. This allowed us to keep the historical

information on the plant's capital.
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Appendi x 2: The Variance Covari ance Matri x
of the Paraneter Estinmates

Thi s appendi x provi des a consistent estinmator for the
vari ance covariance matrix of the estimator of the production
function coefficients. It is based of the results in Pakes and
Aley (1991), which, in turn, extends previous work by Newey
(1991), and Andrews (1991b). For nore detail the reader should
consult those articles.

Let z be the vector of observables on a plant in the current
and the followng period (with the understanding that the second
period values are zero if the plant |iquidated in the second
year), xN=[k,a,t], and $=[ $, $,, $ ]. Then, denoting second
period values of a variable by a + subscript, for any esti mte of
g=g(P, N-x\$), P=P(i,a, k), and N=N(i,a, k), define the vector of

functi ons

mz, $ $. g, P, N) = Py 1$1 . 1xN$1g( P, NIxN$) ] { 1x,+[ Mg( P, NIxN$) / NN] x} . (1)

For a particular value of ( $, g, P, N), say (b, g. P,
N,), the estimation algorithmchooses its estimate of $, say b,
by minimizing 2n'" 3 mz,b, b, g,P, N,!xib) 2, where 2x2=xMx.

Now i f

Dz, $ $, g P, N) = {1x.+[Mg(P, N1xi$) / MN] x} { 1x,+[ Mg( P, N1x\$) / MN] X} N , (2)
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then it can be shown that at the true value of all of the

paraneters,

Dz, $ %, g, P, N) = E[un(z, $ $, g, P, N)/W$ * I, P,y=1]

Finally Iet
f'(z, $ $, 9. P, N) =mz, $ $, gP N
+ P{ 1, +[Mg( P, NIx$) / MN] x{ [ y. 1| . Ix NB1g( N- xN$) ]
+ P{1x,+[ Mg( P, N1x$) / MN] x{ [ Mg( P, N1x$) / uP] [ P,1P] (3)
+ P{1x,+[ Mg( P, N1x$) / MN] x{ [ Mg( P, N1x$) / uN] [y 1$,1 IN]
+ y!$ 1IN {ItE[ 1% ,a,k]} ,
where C=P,I [y!$1 IN]/E{I 1E[ %, a, k]}2
The actual variance covariance matrix of the paraneter

estimates is obtained by letting f=f"1Ef", and setting

V($ $, 9 P N =Ef(z, $ &, g P, N)f(z, $ &, g P, NN, (4)
and

D % &, 9 P N =EDz $ $, g P NJ (5)
and then conputi ng

( DID) ''DVD( D\D) '2,
where all functions are evaluated at the true value of the
paranmeters ( $, $, g, P, N). A consistent estimte of the
vari ance covariance matrix i s obtained by substituting (b, b,
g P N) for ($, %, g, P, N) in equations (1) to (3),
conputing the sanpl e anal ogues to the expectations in (3), (4),
and (5), and substituting these into (6).

Note that if we were to ignore the last four terns in (3)

(set themequal to zero), then this variance covariance matrix
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woul d be identical to the variance covari ance we would obtain if
we knew ($, g, P, N), substituted there true values into the
definition of m(f) in (1), and set the resulting equation to
zero. The last four terns in (3) provide adjustnents for the
fact that we use estimators of g, P, N, and $,, rather than their

true val ues.
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